G A R

APPLIED INDUSTRIAL
ORGANIZATION

Towards A Theory Based Empirical
Industrial Organization

Edited by
KARL AIGINGER and JORG FINSINGER

University of Linz, Institute of Economic Research, Vienna, Austria
University of Vienna, Business Economics Institute, Vienna, Austria

KLUWER ACADEMIC PUBLISHERS
DORDRECHT / BOSTON/ LONDON




K. Aiginger and I, Finsinger (eds.), Applied Industrial Organization, 151-165. 151
© 1994 Kluwer Academic Publishers. Printed in the Netherlands.

Collusion, Concentration and Profits*
An Empirical Confrontation of an Old Story and a Supergame Implication

KARL AIGINGER

University of Linz and Austrian Institute of Economic Research, Vienna, Austria

Abstract. The paper confronts the hypothesis of a positive profitability concentration relationship
(‘the old story’) with a robust prediction of supergame models (‘the new story”) In supergames the
feasibility of collusion (and to some degree also actual profits) depends on relative profitability of
defection versus that of collusion. The determinants for this evaluation — the time discount proper,
riskiness of markets, exit probability and lags — can be summarized as ‘relevant time discount’. Cross
section empirical evidence (97 sectors, 886 firms) is more in line with the supergame prediction. The
evidence depends on the variables chosen to proxy the ‘relevant time discount’ Its value is limited
as any evidence for game theoretical models supplied by cross section aggregate data. We followed
Sutton (1991) to test robust predictions and Schmalensee (1989) to investigate the robustness of the
results. :

JEL codes: L11,C72.
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1. Plan of the Paper

The positive relationship between profit margins and concentration is one of the
oldest stories in industrial organization. Non cooperative game theory however
does not predict a simple relation between profits and concentration, but rather
different resuits depending on the action space, the horizon and interactions of
firms.

In supergames we find a set of related parameters which crucially determine
the feasibility of collusion: the time discount rate proper, the length of detection
and punishment lags, exit probability and uncertainty about the market conditions.
We summarize these variables into a wider concept of a ‘relevant time discount
rate’, which weigths the advantages of defection (in one period) relative to the
advantages of continued collusion. The feasibility of collusion and the ‘televant
time discount rate’ are predicted to be negatively related. This counld lead to an
empirically observable (negative) relation between actual profits and proxies for
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Dennis C. Mueller, Manfred Neumann, Robert Porter for helpful comments and suggestions. Part of
the research was done during my sabbatical at M IT. Special thanks to Dagmar Guttmann and Traude
Novak who gave assistance in providing the data and reading various drafts of the manuscript.
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this set of variables. Due to the well known multiplicity of equilibria in supergames
there is no one to one relationship between a supergame result and an empirically
testable prediction. The proxies determine the feasibility of collusion, something
like an ‘upper bound’ to equilibrium profits,

We use cross section data to test first the hypothesis of a positive profitability
— concentration relation (‘the old story’) and secondly that of a negative relation
between profits and proxies for the ‘relevant time discount rate’ (‘the new story’).

The limits of cross section data to test theories are well discussed in the literature,
testing implications of game theory with aggregate data adds some more problems.
Game theoretical concepts can ‘often be mapped into empirical categories in a
rather loose and informal way’ (Sutton, 1991, p. 6). Many researchers focus analysis
therefore on a very specific market (‘ultra micro’ approach). We follow Sutton that
it may be worth ‘to find some (necessarily weak) predictions that are robust in the
sense that they hold across a wide class of models’ (Sutton, 1991, p. 7). However
we do not claim to test game theoretical models but to confront concentration as
determinant of profits with variables hinted at in a specific class of supergames.
Even this humble approach heavily relies on the available proxies for the relevant
time discount.

The paper is structured as follows. The next section repeats the arguments for
a positive profitability-concentration relationship and the limits of cross section
studies. In Section 3 the conditions for collusion as derived in supergames are
presented and summarized into the concept of the ‘relevant time discount factor’
(to prevent confusion remind that game theory formulate the crucial conditions
for collusion using discount factors i.e. the inverse of discount rates). Section 4
describes the data used to test the old profit concentration story and introduces four
proxies for the relevant time discount rate. The evidence for 97 three digit indus-
tries and a set of 896 firms for Austrian manufacturing is presented in Section 5.
Section 6 summarizes the results, its limits and prospects. The appendix follows
the ‘Schmalensee postulate’ for cross section studies (Schmalensee, 1989) to test
the robustness of the findings.

2. The Original Story

The traditional foundation for the positive concentration profitability relationship
relies on micro economic theory with collusion presumptions added. The compet-
itive firm earns normal profits only, the monopoly accumulates extra profits,! in
between these extreme models collusion is easier the fewer firms are in the market
and the higher barriers of entry are

The implied direction of causality in Bain’s argument was never uncontested.
Demsetz (1974) argued that efficient firms increase their market shares so that
markets may look concentrated as a result of efficiency rather than collusion. The
collusion and the efficiency hypothesis can be discriminated empirically,” the policy
consequences are different. The implied forecast for the concentration-profitability
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relation is however the same. Among the standard theories* which do not forecast
a positive profit concentation relationship we want to mention rent dissipation
hypothesis (Posner, 1975) and x-inefficiency theory (Frantz, 1988).

The empirical evidence on the relation had once been impressive (see Weiss,
1974). 1t became mixed as additional ‘structural’ variables were added, some
papets find even negative coefficients if market shares are added.® A recent review
by Salinger (1990) found instable coefficients of concentration over time (in the
majority of years they are positive).

"Today cross section studies on the profitability concentration relation belong to
the most contemptuous research areas. A part of the argument against profitability-
concentration studies applies to cross section studies in general (no structural form,
direction of causality), another part to the empirical implementations (measure-
ment of concentration, profits, marginal costs, see Fisher and McGowan, 1983;
Bresnahan, 1989; Schmalensee, 1989).

3. Supergames and the Relevant Time Discount Factor

Supergames® is the class of non cooperative games in which an identical static
game is infinitely repeated. Its relevance is sometimes questioned since ‘anything’
can happen (there is a multiplicity of equilibrial). We believe however that there
is some structure in the supergames which may lead to an empirically testable
prediction.

The crucial 1ole for the feasibility of collusion is played by the discount rate. It
determines the weight of the presence (in which defection is considered) versus that
of the future (in which punishment would follow). At first this seems to be a rather
trivial result. But many adaptions of this model to real world circumstances can be
derived just by upblowing or downsizing the discount rate proper by some trans-
formation (or some variable) and thus shifting the border line between feasibility
and non feasibility of collusion.

In the starting model n firms are engaged in a price game of infinite horizon.
The discount factor is é, the inverse of the discountate. Larger é can be interpreted
as patience. We start with collusion (at the monopoly price). If one firm defects
cooperation is halted and price is set at marginal costs forever.

The profits of collusion is the future profit stream V., this is monopoly prof-
it divided by the number of firms and adequately discounted. The profits from
defection Vj is the one period monopoly profit 7™ and then zero profits forever.
Equation (1) compares the profits under defection versus collusion and equation (2)
gives the condition for the sustainability of collusion.

Va=am < (146864624, )1 /n=1"/[n{1-68)] =V, (1)
6> (n—-1)/n (2)

Collusion will happen when the discount factor is larger than (n — 1) /7. In case
of 100 firms é has to be higher than 0.99 to facilitate collusion, for » = 3 only
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higher than 2/3. This makes collusion more probably the smaller the number of
firms and (under certain assumptions) for less concentration.’
Incorporating detection lags or a period between detection and punishment is

just an easy modification. If detection or start of punishment takes two periods the

defector enjoys monopoly profits for two periods, see LHS of equation (3). The
critical value facilitating collusion is the square root of that in the starting model, so
collusion becomes harder to sustain (equation (4)) This could be seen as a first step
of transforming a proper discount factor into a wider concept. More generally the
sustainability of collusion decreases with the number of periods elapsing between
defection and punishment.

14+ 8) < (14+6+62 . )a™/n=(1-8r"/[n(1-10)] 3)
§ > +/(n—1)/n (4)

If the riskiness of the markets imply that the horizon of the game is uncertain
(exit is possible), the relevant benchmark to sustain collusion is the discount factor
proper multiplied by the probability to survive o. Again collusion becomes harder
to achieve, see equation (5).8

5l = §POP . g o = probability of survival (5)

Green and Porter (1984) present a model of quantity competition and Tirole (1989)
its modification for price competition. Firms do not observe their rivals’ prices
but infer them from own demand. Low own demand may be due to weak market
condition or to defection of the partner. The discount factor needed to sustain
collusion increases with the degree of uncertainty. For a given probability o of
no demand and (1 — a) for demand, the discount factor necessary for collusion
increases in ¢ For o = 1/4 and for two firms, it is 2/3 (compare thisto § > 1/2 in
the starting model for n = 2). For certain demand or its perfect predictability we
return to the condition in equation (2).

All these factors like time discount proper, length of detection and punishment
lag, demand uncertainty, exit probability can be summarized into a concept of the
‘relevant time discount factor’, 6!, The smaller this time discount factor the less
the probability of collusion.

Let us formalize this set of additional determinants® of the feasibility of collusion
and its components in equation (6).

§ = f(67P, T, 0,0) (6)

The components of this ‘relevant time discount factor’ are empirically closely
related. Time discount factor proper is defined as § = e~’?, where r is the instante-
neous rate of interest and ¢ is real time between periods and depends on the length
of the period. And if detection takes time it is somewhat arbitrary either to define a
longer period (thus changing §P™P) or to say detection takes two periods (r=2)
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Another constituant element of the discount factor is risk and the amount of ‘risk
adjustment’ will probably vary with demand uncertainty « and probability of sur-
vival 0. And detection and punishment lags will not be exogeneous, but depend on
uncertainty of markets and the patience of participants.

To sum up the most robust implication of supergames is the following: the
feasibility of collusion depends positively on the discount factor (and therefore
negatively on the discount rate and its components time discount rate proper, risk,
lags, exit probability). Of course there are modifications depending on the game
played (Bertrand reversion versus Cournot reversion), on the sophistication of the
punishment structure (two or three tier strategies) and whether we allow strategic
interactions (signalling, reputation). And changing the scope for collusion does
not mean that profits should be linearily related to indicators for ‘the relevant time
discount’. We have to keep in mind that many outcomes different from collusion
are also equilibria in supergames. But at least the models suggest to look for such
indicators as a preliminary test.

Predicting a negative influence of risk and uncertainty on profits sounds natural
as seen from the supergame and collusion perspective. However portfolio theory
would suggest that in equilibrium risky markets!® need higher ‘target rates of
profits’ (because of higher risk premia). If target rates of profits are higher (due
to risk) and actual rates are lower (due to less collusion), exit and entry must
be blockaded in some way (as the empirical literature on the persistence of profit
differences tells) The predicted negative impact on profits of proxies for uncertainty
(and relevant discount rate in general) is an interesting and refutable implication
of supergames.

4. Transfer into an Empirical Model

The step between the theoretical prediction and empirical testing is a large one. This
is true (and well described in literature) for the old positive concentration margin
story and maybe even more for the implied negative relation between profits and
‘relevant time discount rate’.

We follow traditional lines to test the old story. Profit is the net profit margin
(PC'N), concentration is the share in value added by the largest four firms in 1983
(CR4). Indicators on employment per plant (SIZE), heterogeneity (PROD), market
openess (X P, OPFEN) and capital intensity (I NV) are added to correct for
structural factors other than concentration.

To test the relationship suggested in the supergames we proxied the ‘relevant
time discount rate’ by time volatility of production (VOLPROD) and expoits
(VO LFE X P) and by the unpredictability of production and exports. (N PRE D-
PROD, NPREDFEX P) The first set is calculated as standard deviation of the
annual growth rate of production and exports in each of the 97 industries (1980-
87), the second group as the standard error of the loglinear regression of production
respective exports on time again for the 97 sectors.
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The economic rational for VOLPROD and VOLEX P is that heavy fluctua-
tions of demand will endanger tacit collusion due to information lags, noisiness of
information etc. Markets with large fluctuations will also be those with uncertain
future and higher exit probability. Export data are used since the volatility of the
export market may indicate fuzziness of information and riskiness better than the
domestic market in a small open economy like Austria. Even more important than
fluctuations will be their unpredictable part. We apply the ‘naive forceast’ of a time
trend to proxy the predictable part and assert that the remaining variance of produc-
tion and exports is unpredictable (N PEEDPRQO D respective NPREDEX P).
All four variables are supposed to proxy the ‘relevant time discount rate’, so we
expect them to be negatively related to profits,

Still there is a large difference between the concept of ‘relevant time discount
rate’ and our empirical variables, but at least we get some information whether it
is worth to continue on the line suggested by this model class.

5. The Empirical Evidence

In the ‘plain vanilla equation’ (the term was used by Salinger, 1990) concentration
is — if anything — negatively related to profits. The negative coefficient is significant
according to the usual -test, but this should not be interpreted rigorously because
of the specification problems in this simple equation. The coefficient is strikingly
robust (always between 0.15 and 0.17) if structural variables like export ratio
(EXQ), market openess (OPEN), or capital intensity (INVEST) are added. The
coefficient of determination is low (adjusted R> = 0.07 to 0.09, Table I).

The rather robust negative influence of concentration vanishes if we add a size
variable (SIZE is employment per plant). In this case the coefficient for concentra-
tion becomes insignificant, the ¢-value for SIZE is larger than that of concentration,
both coefficients are insignificant probably due to multicollinearity (the adjusted
coefficient of determination rises after including S/ZE). This suggests that concen-
tration maybe is a proxy for size and that profits and size are negatively related.
This puts the old Demsetz hypothesis upside down, that concentration is the con-
sequence of successful growth of market shares and that concentration may follow
from efficiency. It is more in line with organizational slacks or X-inefficiency rais-
ing with size as proposed by Leibenstein (1966) and Frantz (1988). The significance
of the negative influence is not so strong that we want to push this point without
further investigation,

The indicators on volatility and unpredictability all have the expected negative
sign. In the single equations three of the four regression coefficients are significant.
The coefficient of determination for the markets is 0.13 respective 0.14, which is
quite high for cross section studies and nearly double as high as that for concentra-
tion. The sign is hegative as suggested by the models indicating higher profits for
stable and predictable markets. The results are robust to modifications in the profit
concept, to changes of the year of investigation, and to the inclusion of additional
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TABLEI Profit margins and concentration— the old story plus structural variables
(¢-value in parenthesis below coefficient)

CR4 EXP OPEN  PROD  SIZE INVEST R? STE
~0.16 0074 151
(-2.83)

—0.15  —0.007 0071 152
(-2.77)  (-0.21)

—0.15 —0.008 0076 152
(—2.72) (~078)

—0.16 —0.01 0071 152
(—2 81) (—032)

—0.08 —0.02 0095 150
(—1.11) (—-162)

~0.16 076 0087 151
(—2.95) (1.35)

Dependent variable: PCM = (S—-W-D-M)/(S—M); average 1980-1987,97 3-digit sectots
in Austrian manufacturing.

§ = sales

W = payroll

D = depreciation

M = material

CRy4 = share of value added in 4 largest firms, 1983

EXP = exportin % of production

OPEN = export plus import (= openess) in % of production
PROD = number of 4-digit industries in 3-digit industries
SIZE = employment per plant

INVEST = investment in relation to total costs

STE = standard error of residunm

R2 = coefficient of determination (adjusted)

variables (see appendix).

If concentration, size and volatility (or unpredictability) are put into the same
equation volatility and unpredictability dominate. Concentration sometimes influ-
ences profits in an inplausible negative way, but if size is added this influence is
no longer significant. Volatility and unpredictability of export markets are the best
determinant in equations explaining up to 20% of the variance in net profit margins.

The micro data set (886 firms) confirms the robustness of the results. If anything
concentration (whether concentration rates or market shares or Herfindahls are
used) decrease profits, but size is more important (in the anti Demsetz way).
Market volatility decreases profits and is the strongest single variable. Again the
robustness of the findings was tested by changing the profit concept, time period
and adding structural variables.
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TABLE II.  Profit margins, volatility, non-predictability — proxies for the ‘relevant time
discount rate’, (#-value in parenthesis below coefficient).

VARPROD VAREXP NPREDPROD NPREDEXP CRy SIZE R? STE
—0.66 0084 151
(~2.94)
—0.44 0126 147
(=3.77)
-9.86 0003 157
(~059)
~50.02 0140 146
(—4.00)
—054 ~0.13 0122 148
(—2.40) (~2.27)
—0.40 —0.13 0173 143
(=3.48) (-2 47)
~0.54 —0.05 -002 0141 146
(—2.40) (=0.71) (—163)
~041 —005 -002 019 141
(—357) (—0.72) (-1.81)
~43 90 -0.06 —002 0195 142
(—3.55) (-0.83) (—151)

Dependent variable: PCM = (S-W-D-MM(S-M); average 1980-1987,97 3-digit sectors
in Austrian manufacturing

§ = sales; W = payroll; D = depreciation; M = material.

VARPROD = standard deviation of production growth 1980-1987

VAREXP = standard deviation of export growth 19801987

NPREDPROD = standard ertor of ‘naive trend forecast’ of production

NPREDEXP = standard error of ‘naive trend forecast’ of exports

CRy = share of value added in 4 largest firms, 1983

SIZE = employment per plant

6. Caveats, Conclusions, Further Research

The old story of a positive concentration — margin relation is not suppoited by the
data. If anything the relation is negative, but concentration seems to be a proxy for
size (which is related negatively to profits as proposed by X-inefficiency theory,
Frantz, 1988).

Supergames predict — for a given number of firms — the feasibility of collusion
to decrease with time discount rate, market uncertainty, exit probability, detection
and punishment lags. This set of related factors — the ‘relevant time discount
rate’ — is proxied by variables on the volatility and unpredictability of demand in
the empirical part. These variable successfully explain a certain part of the cross
section profit variance, with the correct signs and robust coefficients. Data are moze
consistent with the supergame prediction of less collusion in volatile markets than
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TABLETI Robustness test: Concentration and gross profit margins (¢-value in
parenthesis below coefficient).

CRs4 EXp OPEN SIZE ENERG INVEST R® STE
-0.12 0070 116
(=2 74)

—0 11 ~004 0094 114
(~253) (—174)

—0.10 —0.02 0115 113
(-2.52) (—2.34)

-0.11 ~0.007 0068 116
(~2.71) (-052)

—0.14 083 0.147 111
(—3.45) (3.05)

—0.13 145 0174 109
(—3.19) (357

Dependent variable: PCM—-GROSS = (S—W-M}{(S-M);
average 1980-1987,97 3-digit sectors

in Austrian manufacturing.

S = sales; W = payroll; M = material.

CRy = share of value added in 4 largest firms, 1983
EXP = exportin % of production

OPEN = export plus import (= openess) in % of production
SIZE = employment per plant

ENERG = share of energy costs of total costs

INVEST = investment in relation to total costs

STE = standard error of residuum

R? = coefficient of determination (adjusted)

with the portfolio theory demanding higher profits in riskier markets. This result
hints at considerable mobility barriers for capital in Austria,

We do not claim to test supergame models. Their variety is too large, many
outcomes may be equilibria, model assumptions and real world circumstances are
too different. But we find that empirical data are more in line with some proxies
for riskiness and volatility in a way predicted by supergames than with the older
story of a positive relationship between concentration and margins. More work
need to be done (preferable with the micro data set or with panel data) to bridge
the gap between the theory of supergames and empirical data, but it seems to be
a ‘stylized fact’ that volatility and unpredictability depress real world profits. The
channel may or may not be that modelled in supergames. The suggestion to test
these determinants however came from non cooperative game theory,
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TABLE IV. Robustness test: Gross profit margins and proxies for the
discount rate (t-value in parenthesis below coefficient).

CRy VARPROD VAREXP (SIZE)  (VALADD) R STE
—009  —045 0127 112
(—2.14) (—262)

—010 —024 0130 112
(—2.42) (-2 68)

—002 —025  —002 0176 109
(-0 30) (-282) (—244)

—0.18 —-031 007 0425 91
(=5 00) (—4.17) (7.06)

Dependent variable: PCM-GROSS = (S-W-M}(S-M);

average 1980-1987, 97 3-digit sectors

in Austrian manufacturing.

$ = sales; W = payroll; M = material

CRy = share of value added in 4 largest fizms, 1983

VARPROD = standatd deviation of production growth 1980-1987
VAREXP = standard deviation of export growth 19801987

SIZE = employment per plant

VALADD = value added per employee

Appendix: On the Robustness of the Findings'’

In assessing the problems and merits of inter-industry studies Schmalensee (1989)
emphasized that cross section evidence should be robust. Even then it may not be
an adequate test of specific theories, but it helps to formulate stylized facts, which
could be used as starting points for more theoretical reasoning.

We tested this robustness by calculating a variety of concept for most variables.
For profit margin we calculated gross and net matgins, we used sales in the denom-
inator instead of net value added, we calculated them for a single year (1983) and -
for the whole period (1980-87). Correlation between the ratios is rather high. For
concentration we calculated CR4 and C Rg, we used shares of value added. Data
are available for 1976, 1983, 1988. The correlation between all these data is more
than 0.90.

For the functional relation we used linear regressions, semi logarithmic, non
parametric methods. We excluded several basic sectors (oil, mining) and eliminated
outliers.

The main findings — negative impact on margins by concentration and size, with
the latter as stronger determinant and negative impact on profits by volatility and
nonpredictability of demand — remained statistically significant for the impressive
majority of all these variations. :

We had also the possibility to use a recently available data panel (firm data for
886 manufacturing firms) to check whether the simultaneous inclusion of concen-
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TABLE V. Robustness test: Concentration, (net) profit margins 1983, volatility
(¢-value in parenthesis below coefficient).

CRy PLANTS ~ SIZE VARPROD  VAREXP VAIADD R*  STE
~0.86 0090 184
(—=3.14)
~0.50 0108 182
(~3.46)
—023 0107 182
(~3.45)
—023  —0002 0103 183
(=317)  (-017)
—0.16 —0 02 0118 182
(~1.78) (-1.29)
~0.29 006 0175 176
(—4.33) (2.90)
—0.19 —0.68 0157 177
(-2.87) (—2 50)
—020 —0.44 0186 174
(—3.12) (-3 14)
012 -0 02 —0 45 0198 173
(—146) (—1.43) (—3.19)
—0.27 ~050 007 0276 165
(—4.24) (-3.75) (354

Dependent variable: PCM = (S—-W-M)AS-M), 97 3-digit sectors
in Austrian manufacturing, 1983

§ = sales; W = payroll; M = material.

CR4 = share of value added in 4 largest firms, 1983

PIANTS = number of plants in 3-digit sector

SIZE = employment per plant

VARPROD = standard deviation of production growth 1980-1987
VAREXP = standard deviation of export growth 1980-1987
VATLADD = value added per employee

tration and market shares or of Herfindahls and market shares did matter. If two of
the three variables are combined usually both have a negative coefficient. Again
SIZE can capture much of the negative impact of market shares and concentration.

The influence of volatility is stronger than that of market shares, Herfindahls,
concentration rates and size.

Notes

1. This is the essence of the story for the long run equilibrium. If however entry (or exit) is
blockaded, competition could give positive and negative profits, Even monopoly could go with
negative profits (due to fixed costs or strategic considerations) in the short run. Theoretical
predictions are more robust about the price cost margin, than about profits as such
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TABLE VI. Robustness test: Microdata (886 firms) 1983 {t-value in parenthesis below coefficient)

CRy MS HERF VARPROD  VAREXP EXP v VALADD  R? STE
—0173 —1.160 0.02¢ —0 335 0497 0400 152
(—1.670) (—6.974) (1357) (=4 47) (1825
~0.033 ~1284 0023 —0335 0.500 039 152
(—0541)  (—6889) (1413)  (—4424) (18137
—001 1230 —0.331 0498 03% 152
(—0.032) —5 380) (—4337) (13 164)
—0371 —0.906 0022 0311 0.556 0408 151
(—3 704) (~7660)  (1400y (—4142)  {17795)
—0 178 —0.8% —0.280 0557 0406 151
(—3375) (—7.595) (=3704)  (17744)
—0.082 —0.757 ~0.285 0.552 042 152
(—2512) {—5832) (—3758) (17359

M5 =Market share of firm in 2-digit industry

HERF = Herfindahi Index for 2-digit industry

CRy = share of largest fims 1983

EXP = Export/sales ratio

INV =Investment/sales ratio

VARPROD = standard deviation of production growth 1980-1987 in 2-digit industry
VAREXP = standard deviation of export growth 1980-1987 in 2-digit industry

2. Bain (1956), Stigler (1964) As Paul A, Geroski pointed out in the discussion of this paper Bain’s
main interest was to determine some critical value for concentration which could be used in
antitrust policy. '

3 Schmalensee (1987), Harris (1988). Weiss (1989) proposes to use ptice instead of profit margin
as dependent variable, partly with the argument to incorporate Demsetz’ position.

4. The term ‘standard theories’ indicates non game theoretical theories in this context. Of course
Bertrand models do not forecast a positive relationship between profits and concentration (at
least for homogeneous markets). Cournot models do forecast a positive relationship with demand
elasticity as additional determinant of profit margin.

5. An insignificant — and sometimes even negative — coefficient is found for concentration on
profits especially if market share and concentration rates are used. See Ravenscraft (1983},
Martin (1983). See Neumann, Boebel and Haid (1985) for a model (Cournot plus fringe) where
a negative concentration rate may be theoretically justified, or Adelman and Stangle (1985) for
a critique of single equations including market shares and concentration. Negative coefficients
are also found in studies on banking profits and concentration, see Gilbert (1984).

6. For an overview see Shapiro, 1989 or Tirole, 1989.

7. Remind that any discount factor depends on a proper time discount and the length of the period
§ = e, where 7 is the instanteneous rate of interest and # is real time Which discount factor
is considered as realistic of course depends on the time period considered. If the time period is a
week even (.99 could be realistic, if the relevant time period is a year this is totally implausible.

8. Rotemberg and Saloner (1986) show that itis hard to sustain collusion facing demand fluctoations,
especially in phase of high demand, The advantage of defection may be that high in boormns, that
the patience needed for collusion may not be attained. Staiger and Wolak (1992) investigated the
relationship between collusion, business conditions, uncertain demand and capacity contraints
recently. Other models show that the price stickyness facilitates collusion, since in ‘any Maitkov
perfectequilibrium, profits are bounded away from the competitive profits’ (Tirole, 1989, p.256).

9 We disregard the importance of the number of firms since the ‘old story” put so much emphasis
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on this point and concentrate on the ‘innovations’ presented by the supersame litezature. The
number of firms may be a bridge between the old and the new story.

10 More exactly firms facing undiversifiable risk.

11. The micro data set for 886 firms became recently available. See: Aiginger, K., Ch. Gartner, and
F. Partsch (1991), Empirische Industrie- und Aufenhandelsékonomie, unpublished
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